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My Rough Set Background



My Rough Set Background

An ensemble of

simple models

based on different

feature subsets 

(decision reducts)
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From Infobright (2005-2017) to Security On-Demand (2017-…)

~ 2015
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Traditional Query Execution:

• long time to do computations

• lots of disk/memory/processing 

resources required 

• hard to manage in data lake       

/ data cloud environments 

Querying on Data Summaries:

• orders of magnitude faster  

(original operations replaced by 

fast summary transformations) 

• far less resources consumed

• original data remaining in-place 

(  )

(  )

The Idea of Granular Analytics



Single-Data-Pack Summaries

* Domain Granularity: How many ranges, special values and gaps?

* Data Granularity: How large each of single data packs should be?

* Summaries of correlations between columns are needed as well.

- Value 300 occurred 

1120 times

- There were 3450 

occurrences of values 

between 200 and 350 

excluding value 300

- There were no 

occurrences of values 

between 40 and 60

- Values 0, 40, 60, 100, 

200, 350 occurred at 

least once
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Exploration and Exploitation



• Humans do not operate with fine-grained 

information and thus, it might be not needed

to provide them with precise outcomes of 

reasoning, modeling or analytical processes.

• The question arises whether approximate 

querying (and learning!) processes can be 

sufficient for decision-making while being 

delivered faster than in standard scenarios.

• This leads us toward a discussion about the 

importance of approximations in BI, ML and, 

generally, about the meaning of approximate 

data representations and derivations in AI.

Toward Approximate Intelligence



How Accurate Calculations

Do We Need to Learn? 

Approx DB

Standard DB

SQL result similarity

ML Tools

SQL communication (manual)

model similarity

non-SQL communication between ML 

tools and the layer of data summaries

SQL communication (script-based)



Approximate Computations

Do we need to 

compute values

of this function

exactly to run the 

heuristic process?

(  )

(  )

No! Those values can be computed approximately 

(and orders of magnitude faster) using summaries.



• Data summaries at Infobright / SOD follow the 

idea of information granulation, with granules 

gathering groups of physically adjacent data 

items (another example of granulation of data 

items refers to RS-based attribute reduction).

• Besides, we can think, e.g., about granulation 

of domain (quantization) or resolution (a kind 

of image granulation using neural networks). 

• But regardless of the specifics of granulation, 

operations related to approximations, belief 

propagation or even machine learning can be 

implemented over granular representations.   

Learning on Granulated Data



Granular Information Systems

Approximations of 

features and their 

values or labels;

Granular feature 

representations
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How to interact with the coal

mining experts to select features?

• The level of selecting sensors 

is more intuitive than the level 

of mathematical formulas



How to approximate, complement or replace temperature

measurements in the process of prediction of fertile days?



How to create an intuitive layer of 

abstraction to work with real-time

computer games?

• Granular level for game developers

• Granular level for game players
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